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Abstract TCE/CPE Workflow - LANL Standardizing Uenv
* LANL relocates the Cray

High-performance computing (HPC) systems are designed to provide a reliable and large-

scale computing platform for a wide variety of scientific applications. The programming CPE* Programming Environment (CPE) 1.  Meson builds subproject 1. Meson builds subproject dependencies
environment is a key component that provides a stable foundation on which software for Package Repo into user space as packaged dependencies using from local files or GitHub (within LANL
a cluster is built. Being able to build, maintain, configure, and deploy accessible software executables inside the /CPE Install wrapdb.mesonbuild.com. firewall).

to meet the wide variety of users’ needs is very involved and can be an improvised, directory (top path). 2. Install script uses CC>gcc- 2. |Install script uses CC>cc and CCX->CC
fragile, and messy process. At Los Alamos National Laboratory (LANL), an additional » Additional packages are built with 12 and CCX>gcc++-12. for Cray compiler wrappers.

challenge arises with the need to share reproducible software stacks for use at Lawrence Spack inside the Tri-lab User level runtime configuration Same user level runtime configuration.

Livermore National Laboratory (LLNL) and Sandia National Lab (SNL), as part of the NNSA

. . ) ; ) . : TCE* Y Cqmputmg Environment (TCE; in: SHOME/ .config/uenv/config  Additional global runtime configuration:
Tri-lab collaboration. Uenv is a tool built by the Swiss National Supercomputing Centre GitLab Repo middle path). Config + Default Uenv repo . TOML config file; Parsed using toml++.
(CSCS) aimed to address this challenge. Uenv optimizes this process by packaging and - User * All Cray module files are managed - el - Configures: Mou;m'ng options, local
preserving entire scientific software stacks as “user environments” inside of a single P | L= by Ansible (bottom path). repos, and OCI registry locati,on.
Squashfs file, which are stored in a shared container artifact registry. Although Uenv has » TCE uses five independent Spack . ’ , ,
proved to be a very useful tool on CSCS’ Alps supercomputer, much of their configs in 1000+ line YAML files to 1. uenv build uploads the 1. Any commit to the LANL Uenv GitLab
implementation is system specific and not generically accessible to HPC teams at other 1 manage eight LANL HPC systems. uenv label. and recipe as a add.mg or changing an ex1st1|jg Ugnv |
institutions. HPC systems with higher security considerations, such as those at the Tri- LANL Especially problematic since ’(cZaSr(IZDSalClIt/% ;)’csb(h[‘:\CIquodﬁd) , _rrehc1pce|/t£1§,g§FS ’lche Cl/CD bGlJ]chj pblpelme.
labs, pose even more of a challenge for deploying Uenv. This presentation showcases the *TCE (Tri-lab Computing Environment) GitLab Repo Spack is bad at incremental Ay DB RS : € ) pipeline uses a GitLab runner
deployment of a standardized Uenv proof of concept on a LANL HPC system, and the **CPE (Cray Programming Environment) updates to its environment. - e CI/CD P‘Pel‘!“? HRED & thét conflggres and builds the Uenv(s)

kcontributions back to CSCS to improve the accessibility of their production Uenv tool. / « Asignificant amount of time and Build E#JerrST]c;cL:Il?i?weafccE? I:]):]i?dahze ;J:;?dgesa:a;rkemﬁioli gﬁ;"ﬂi‘;le)' Runs
s:;arbtleg:hesolt?rﬁz zl;?fvsgtlengb;rsf process inside a batch job. 3. Once the GitLab runner finishes building
with TCE. 3. Once the Slurm runner the Ueny, it pushes the Squashfs file to
Uenv - CSCS finishes building, it pushes the LANL Quay OCI artifact registry.

the Squashfs file to the OCI
artifact registry.

Uenv is a tool that provides “user environments” containing scientific software stacks for . Uses JFrog OCI artifact . Uses Quay OCl artifact registries. One

use on shared HPC resources: . _ . registry. URL is hardcoded registry is accessible to the open (non-

* Developed and maintained by the Swiss National Supercomputing Centre (CSCS). inside of Uenv. classified) network, and the other is

» Pseudo-containerized software stacks stored as a single Squashfs file (compressed , « Uses ORAS tool to push/pull accessible to the restricted (classified)
directory tree). Registry uenv ima

ges. network.

- Builds using Stackinator, a CSCS tool for building Spack software stacks. « Registry uses three « OC| registry location can be defined

» Stored inside a shared OCI (Open Container Initivate) artifact registry. naﬁqesgaces: build, deploy, inside g’,,che ;lobal configuration file

« ORAS (OCI Registry As Storage) used to push/pull Squashfs artifacts from registry. and service. instead of hardcoded.

« Deployed by mounting a Squashfs file inside a non-initial mount namespace, using a : :

k small setuid binary developed by CSCS called Squashfs-mount. j User ) Pefault JBEr (SRl 1fole) | © SIS LR rngSItory f.eature.s.
o A Environment in SHOME/ .uenv/repo, but » Adds the ability to define a list of (pre-
l can be changed inside the existing) local system repositories in
. | user configuration file. global config file.
StaC k'| nator « Aseparate Uenv repository  + Local repos are included by default in
Repos can be specified when addition to the user repo when listing
. _ . P N *ORAS (OCI Registry As Storage) running any Uenv command available uenv (uenv image Ls).

Stackinator is a tool thza“t bu?lds”.Spack Stackinator Recipe **0OClI (Open Container Initiative) using -repo <repo_path>. + When loading a uenv (either uenv run or

software stacks from a “recipe”: - ~ uenv start), if it cannot be found in the

) é[))(ec1f]ccally designed for HPE Cray Core user repo, the local repos are

systems. ‘ :

) WraE)/s Spack, the package [conﬁq:yaml_)COmmon o —— ) Uenv WOrk flOW _ L AN L sequentially searched by default.
manager for supercomputers [_compilers.yaml—> Provided compilers * I(Dasses Ue;“é eg\slicrgr;me[nt * If[ SSu[aShfl:'?e Pptigr:- (rfOtlesl‘JS) in the
- _ — ‘ execvpe) to ool, global config is set to true, Uenv passes
Nationgl Lab (|_|_N|_) \[enwronments.yamlq env configuration, including packages / Squashfs-mount, which uses the - —squashfuse flag to the LANL |

* Generates Spack configs and make / Optional \ recursive mount .system. calls patched Squashfs-mount tool. Otherwise,
files needed to build the Spack ‘ to mount each given pair of it uses the s.e’.cu.ld method.
environments that are packaged [_Modules.yaml—»Module generation rules (follows Spack spec) <squashfs>:<mount_point> <+ Enters non-initial user and mount
into a software stack. [Packages.yaml — Define external packages (follows Spack spec) 7‘ * Setmd to roqt ’(tl-;U[ID->0) :—O ?g)mes%ace. EUID/EGID mafped to root

. Stackinator is very similar to the — — = LANL enter a non-initial moun inside user namespace to run
R ST i LA ThA el rrqpo IIjlrectory contalnlngc::tom Slpack :ackag_e definitions GitLab Repo " , nalnl1)es_|[_)r?ce (unshare s;l/stem recur?clve ilr:SEt(FlleijStem n Uie.rjpace)

. . extra— Directory containing additional metadata : oun call). € uenvs are on Mmounts without needing any outside
-omputing Environment (TLE). —_— ——— User mounted for the user thi\t privileges. >

. Outputs a s]ngle Squashfs file | Pre-install — Script to run after building software stack Environment _ .
containing the stack and its meta — P - loaded it. « Forks process, then child executes
data. k‘”t""s'a o e SO S « Returns to user and executes shell/command inside another (nested)

K either a shell (uenv run) or a non-initial user namespace with
command (uenv start). EUID/EGID mapped to outside user. User
is illusioned that nothing has changed.
. . « Parent waits for child to terminate, then
M Ot]vatlon **g'éf‘so(oc' Iéegn:try ASI S.ttqri.ge) recursively unmounts all uenv to clean up
(oL AT LR leftover Squashfuse processes.

* LANL’s current programming environment framework is an improvised solution to the K — / \_ Y,
difficulties with maintaining the Cray Programming Environment (CPE) that Cray EX HPC
systems provide. Most institutions running Cray EX systems have had to build their own
improvised solutions to this problem, so standardizing Uenv provides a common tool for
deploying alternative user environments on those systems. FUtu re WO rk

« Spack is designed in a way that makes it great at building throw-away software, but bad

Collaboration

for building long term, supportable environments due to the many problems involved in T el sl 5 (o trersien o vsie Ve and Seddsier 55 de Sl L2025 - Summer 2026 | Swiss NaFiongl Supercomputing Center (CSCS): o
getting it to be reasonably consistent and stable in what it builds. Uenv builds software orimary framework for the programming environment in production | ANC Uenv proof of - Continued development of and deployment g;’:\';f\;’ Eg%g-zsi'oepl oying Usny » Contributing LANL proof of concept standardization patches back to CSCS.
using Spack the way it was intended: as throw-away, preserved environments, whereas on the next NNSA Advanced Technology System (ATS-5). Some of the concept developed. of Uenv in production alongside TCE. into production. s Worklpg with Qenv developers to 1mpl§ment features that transition Uenv into a
TCE struggles with trying to support its Spack builds long-term. Tesites it Mees 16 be Trplamerie. el ' A A generic and widely gccess@lg prod.uctlon tool. |
- Unlike TCE, when a user loads a uenv, they can be assured a consistent environment. B rees Tisda o Al ' | N s ~N National Nuclear S.ecurlty Administration (NNSA) Trl-labs.: |
There’s no chance of accidentally “breaking” a piece of software once it’s been built. . Develop non-Cl/CD, local build pipeline .for users |—ﬁﬁ * Los Alamos Nat1opal Lal?oratory (LANL), Lawerence Livermore National Laboratory
> IFAOVIEIEE VRS & MOeULEF IO SGHT WinSie e EEln (b 21 e EEEtls S GYel * Add OpenMPI as an,MPI option for Stackinator rec.ipes (currently July 2025: Fall 2026 - Soring 2027- Spring 2027: Fall/Winter 2027: (LLNL), anq Sanfjla National Lab (SNL). , ,
mount more than one uenv at a time. Cray MPICH) S Uenv in pro d‘zct]%n with Tcg, | ATS-5hardware  ATS.5 released to Tri-lab . Collabor.atmg leth HPC teams at.the Tri-labs to evgntually .rep.lace the F:qrrent Tri-lab
« Allows for integration with containerization services (Charliecloud). Uenv are packaged . Incorporate éxisting Spack build cache into Uenv build pipelines standardizing Uenv for Users get acquainted and are arrives. u::er;sa Uer:sc/) dr?r)rllcr)nyiid as Computing Environment (TCE) V:/]th shared OCI ar.tlfact registries contalmr?g. Uenv.
as a single Squashfs file, so they can be used as the Filesystem Layer when building a y EZ?« Lﬂ&fgtﬁﬁ&:? able to provide feedback. gnvimr:rﬁenf. 8 « Uenv would be shared and consistent between Tri-lab HPC systems, benefiting
k container. / \_ O\l scientists running applications across multiple Tri-lab resources. -/
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