
Reducing the Barrier of Entry for GPU Accelerated 
Workflows using Open OnDemand and Charliecloud 

Containers in HPC

Presented by GPU Unicorns

1
ROSY ID: ce725cf5. LA-UR-25-28206 



The Team

Abhinav Kotta
Cornell University

abhinavkotta.io@gmail.com
 (689)-209-8517

Beamlak Bekele
University of Maryland Baltimore County

bekbeamlak@gmail.com
(240)-423-9786

Kelsey Tirado
Rochester Institute of Technology

kelseytirado3@gmail.com
(631)-807-9916

2
ROSY ID: ce725cf5



Introducing
Dr. Shirley!

She has PhD in Theoretical Elementary Physics and just 
started working at LANL. She needs the resources on our 

cluster to run her simulation

….but she’s never used an HPC cluster before
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What she Needs to do
In order to run her simulation she needs to know how to use

• Slurm workload manager
⚬ Creating jobs
⚬ Allocating the proper resources
⚬ Creating a working sbatch script

• The file system
⚬ She needs to ensure she’s in the proper directory with all the necessary files 

readily available

• Installation and Configuration for Applications
⚬ She needs to be able to install and configure all applications necessary for 

her simulation
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• Grafana
Allows access to HPC clusters through 
a user-friendly web interface

• Open OnDemand

• Open Composer • Jupyter Notebook
Can create and run scientific 
workflows 

Visualization of a job’s resource usage

Enable interactive visualization of 
simulation output

Onboarding Made Easy
• Doesn’t have to learn terminal commands

• Doesn’t have to learn Slurm

• Makes use of existing scientific workflows
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Open OnDemand

Open OnDemand (OOD) browser-based interface to access a cluster through the web

Now all Shirley needs to do is navigate to the custom OOD webpage where she has full access to the 
LANL cluster 
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Theoretical Physics to HPC
GROMACS in HPC

1.Runs across multiple 
nodes and GPUs

2.Supports GPU 
decomposition

3.Compatible GPUs 
can use CUDA aware 
MPI

With her expertise in theoretical elementary physics, 
Shirley is leveraging GROMACS to model atomic-level 
interactions.
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Toggle fields for Slurm 
arguments

https://github.com/RIKEN-RCCS/OpenComposer
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Automatic population of pre-
existing GROMACS scripts

https://github.com/RIKEN-RCCS/OpenComposer
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Changes are automatically 
applied to the script

https://github.com/RIKEN-RCCS/OpenComposer
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https://github.com/RIKEN-RCCS/OpenComposer

Easy job resubmission and 
cancel functionality
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Real Time Monitoring
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“Real time monitoring is 
something we desperately 

want”

~ Everyone on the support team
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Grafana
Shirley can monitor the resources her job is using 
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Custom GPU 
Monitoring

• Custom Sinatra app using Ruby on Rails

• Pulls real time logs from the compute nodes with 
GPU and displays them raw and through a table that 
updates every five seconds
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Custom GPU 
Monitoring

• Custom Sinatra app using Ruby on Rails

• Pulls real time logs from the compute nodes with 
GPU and displays them raw and through a table that 
updates every five seconds
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Displays real time GPU usage
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Custom GPU 
Monitoring

• Custom Sinatra app using Ruby on Rails

• Pulls real time logs from the compute nodes with 
GPU and displays them raw and through a table that 
updates every five seconds
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The total memory on each 
GPU
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Custom GPU 
Monitoring

• Custom Sinatra app using Ruby on Rails

• Pulls real time logs from the compute nodes with 
GPU and displays them raw and through a table that 
updates every five seconds
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The total memory used on 
each GPU
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Post Processing
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• Launch a JupyterLab through Open OnDemand

• Visualize results of your simulation.

• Our example uses mdtraj and NGLView for post 
processing
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DEMO Time!

21
ROSY ID: ce725cf5

https://gu-head.si.usrc/pun/sys/dashboard/


Conclusions
01 02

OOD allows for users to share 
pre-made workflows with 
other people on their team

Users are given easy access to 
running and evaluating 
scientific simulations
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Eliminates the need for users to SSH 
into compute nodes, navigate file 
structures manually, and write complex 
job scripts - replacing 30+ commands 
with a convenient interface. 
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Thank
you!
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