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The Problem

- Maintaining large clusters is labor-intensive
— Thousands of nodes - frequent failures

— Failures are often caused by well-documented issues with known
solutions

- Manual intervention is time consuming and necessitates urgent
responses
— Employees may need to come in outside of regular working hours
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Proposed Solution: Cluster Care

- Automate the detection and repair of failing nodes

- Benefits
— Reduces workload for system administrators
— Available 24/7
— Improved availability for production workflows
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src >

[InputModules]

Features: Modular Design

=hcm_inf

=hcm_cluste

» Configurable
« Simple to maintain
 Adaptable

slurm_nhc_boot_recheck

=slingshot_update_firmware

[Remediations]
=RebootProfile,FirmwareProfile
=50

[RebootProfile]
=reboot
="compute"
=1,2
="slurm:Epilog error.*","slurm:Prolog error.*","slurm:NHC: check_ps_unauth_users:.x"
=0

[FirmwareProfile]
=update
="compute"
=1,2
="slurm:NHC: hsn firmware version wrongx"
=0

are, reboot

Example configuration file
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Features: Logging Splunk

 Activity is logged for tracking in Splunk

— Verbose option available for additional
details

Example log file
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[rz-ncn-me@e3: /users/rpreble/cluster_care # cluster_care -v
Malfunctioning and non-responsive nodes:
NODES STATE REASON

nid@@1ees drain slurm:NHC: recheck

nidee1e32 drain slurm:NHC: cluster_care initiated reboot
. nid[001027-001031] drain slurm:Epilog error.rpreble testing

. nid[001033-0010835] drain slurm:NHC: hsn firmware version wrong

Feat u r eS . I n t e r aCt I Ve M O d e nid[@e1041,001047] drain slurm:NHC: cluster_status initiated reboot

nid[001048, 001060, 001062] down slurm:Not responding

Found 5 nodes matching remediation profile 'RebootProfile’
NODES STATE REASON
nid[001027-001031] drain slurm:Epilog error.rpreble testing

C Enables Users tO run the prog ram Presribed remediation action(s): ['reboot']

[Perform remediation on the above nodes? (y/n) y

man ual Iy Performing action ‘reboot' on 5 nodes

Finished 'reboot' action
Found 3 nodes matching remediation profile 'FirmwareProfile’
NODES STATE REASON
nid[001033-001035] drain slurm:NHC: hsn firmware version wrong

Presribed remediation action(s): ['update_firmware', 'reboot']
[Perform remediation on the above nodes? (y/n) y

Performing action 'update_firmware' on 3 nodes
Finished 'update_firmware' action

Performing action 'reboot' on 3 nodes
Finished 'reboot' action
rz-ncn-m@e3:/users/rpreble/cluster_care #

Cluster Care running in
interactive mode
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Questions?

888888888
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