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Integrating Containers with SONIC 7
e Deploying containers directly onto switches with SONIC. hg[01-09] S
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Scenarios and Applications St aice (_metrics |
e Streamline bootstrapping and configuration of new devices in the network
with Cloud-Init e Run cloud-init services on a SONiC switch. | . 0.00 | | | |
e Gather, monitor node performance metrics with Telegraf (e.g. memory e Use MinlO S3 as the external storage for config payload.  ® Collect node metrics (e.g., CPU usage, disk 1/0). | cold warm hot clean
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e Scenarios validated and tested on both physical and virtual switches Minio 53 - 97.30
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* Configure s3fs with necessary 53 bucket credentials. e Enable automatic dynamic IP assignment to nodes. § o000 inmh ey
e Network Configurations: * Mountthe S3 e local dlrec.tory on the switch. e Utilize IPv6 to expand the number of nodes. g s i i i | ]
o Misconfigured virtual network brought down cluster nodes and switches. * Enable the switch to cache files locally. e Automate configuration without a switch restart. £ 86.00
o Proxy Caching meant to be done with Versity, had to use alternative S3FS. " 8200
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o No prior knowledge on topics and scenarios. Lots of trial and error. 78.00
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