
Purpose
HPC users seek new systems to support the 

increasing demand for novel workflows, 

including those for AI applications

How can we efficiently manage large-scale,

distributed and containerized environments?
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CRI (Container Runtime Interface)
Enables interaction between Kubernetes and 

the container runtime.

Charliecloud + Kubernetes can:
1 .  Create and start containers.

2. Track container health metrics.

3. Run pods .

4. Respawn containers in a pod.

Future is unreachable...or is it?
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Charliecloud Compatibility

Version
ch-run --version

CreateContainer

StartContainer
ch-run  

Pull Image ch-image pul l

RemoveImage ch-image delete

List lImages ch-image l ist

ExecSync ch-run -- join-pid

Charliecloud
A container 
runtime. gRPC

Server

Kubernetes
A container 
orchestrator.

CRI
The inter face which 

al lows Kubernetes to 

communicate wi th 

runt ime containers

containers

gRPC

Client

Kubelet

Testing

CRI Assumptions

Charliecloud stores 

container states 

during 

CreateContainer().

StartContainer()

uses ch-run under

the hood, using the 

image and CMD

defined in state.

Charliecloud containers :

1) Share the host's 

Linux network 

namespace

2) Use unprivi leged 

ports.

Users can change Kubernetes config to use

and modify the port numbers.

Charliecloud  is a lightweight, 

fully unprivileged container runtime.

-Reid Priedhorsky

“
”

Users specify a 

container runtime 

such as Charliecloud.

The Kubernetes containers are running:

Command executed in the Kubernetes container:

25/94 CRI tests pass ,

more methods stil l need implementation:

We implemented the CRI as 

a gRPC Remote Procedure 

Calls (gRPC) server.

The Kubelet runs on each 

node and makes calls to the 

container runtime over a

Unix socket.

We demonstrated that Kubernetes and 

Charliecloud are compatible tools.

We need to finish the implementations of:

HostNetwork
to communicate between Pods on dif ferent nodes

Container configuration options:
runwithgid , Readiness probes, etc.

Attach and Exec methods:
Build on Exec and attach to stream over http.

Charliecloud hosts a gRPC server with 

700 lines of code.

Less than 50 lines of modification to 

other Charliecloud source code.

Here the gRPC server is 

listening on the UNIX socket. ..

gRPC: Google's Remote 

Procedure Call framework

Table 1: shows the kubelet pulling an image, creating a container, 

starting, and respawning a container using Charliecloud

Kubelet: communicates between 

control plane and Kubernetes nodes
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